Abstract:
This paper intends to analyze, through developed software, the answer of various algorithms to keyword search in random strings problems within the constraint of time and memory space used. The program developed is able to choose, depending on the algorithm used, the maximum number of characters used to comply with data constraints. Afterwards, the performance of algorithms in operations of keyword search in random strings is analyzed. Tests were performed by generating random texts of different lengths, using different character sets. Results can be used to minimize search time, such as in the FIND function used by text editors.
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INTRODUCTION

The purpose of this study was to develop a software in order to analyze the answer of three different string matching algorithms. In order to test each algorithm, the software is capable to generate random strings of different lengths and using alphabets with a specific size. This method has a complexity of $O(n)$, $n$ being the number of the characters of the string you want to generate. This process depending only on the length of the strings, will not influence differently the time response of the three algorithms in a test with the same length of the chains.

This software could be used to analyze any keyword matching algorithm and in order to make it more efficient for the user we decided to automate all treatments. The program is able to choose, depending on the algorithm, the maximum number of characters to use so that the time constraints (maximum 2 minutes) and space constraints (max. 8MB) will be respected. Afterwards, it computes the different size of strings that can be tested which will respect the constraints.

The three algorithm are using two different chains named S and T. The lengths of these strings, $n_s$ and $n_t$, are pre-calculated before each algorithm.

In the beginning of the paper we will present the 3 different algorithms used in the software, their complexity and their structure. The results of the different tests will be presented in the fourth part of the paper along with the complexity deduced for the test curves.

1st algorithm

The first algorithm presented is inspired from the Boyer-Moore algorithm and it consists in finding the longest suffix between each possible sub-strings of S and T.

This algorithm starts by filling a table with the numbers of the common consecutive characters for each pair ($n_s, n_t$). Then, it searches in the same table the maximum value and returns it.
In order to find the number of common consecutive characters, the algorithm will compute the longest common suffix between the substring from the 1st character to the i-th character of the chain S and the substring from 1 to j-th of the string T (i can take values between 1 and the length of S and j from 1 to the length of T). Thus, if i=1 then the algorithm will make a single comparison for each j from 1 to nt. If i=2, only one comparison will be make for j=1 and 2 comparison for j from 2 to nt. More generally, for a value of i=k, the algorithm will make, for each value of j from 1 to nt, min(k,j) comparison. Therefore, we can deduce that the complexity of the algorithm is O(n_s*n_t).

The algorithm contains a method that fills the matrix with the number of characters, LSuff. In the worst case, this method compares n characters, n being the minimum value between the lengths of the two chains. The maximum number of comparisons occurs when one of the chains is the suffix of another string.

```plaintext
Method LSuff(S: string, T: string, n_s: integer, n_t: integer)
  if S[i] = T[j] then
    nb := 1
  else
    nb := 0
  endif
  if nb ≠ 0 and i > 0 and j > 0 then
    nb := nb + LSuff(S, T, i - 1, j - 1)
  endif
return nb
```

2nd algorithm

The second algorithm represents an improvement of the naïve algorithm.

The main idea for this algorithm is to compare all sub-chains of the first string to all the sub-chains of the second. The algorithm will compare, for each sub-word with a number of characters from 1 to n_s, belonging to S and to T, each character of a sub-chain of S to each character of a sub-chain of T. Thus, for a length of the sub-chains equals to 1, the algorithm will make one comparison for n_s*n_t sub-chains. For a length of 2, the algorithm will make two comparisons for (n_s-1)*(n_t-1) sub-chains. More generally, for a sub-word of length of l, the algorithm will make l comparisons, for (n_s-l+1)*(n_t-l+1) sub-chains, with l taking values between 1 and n_s. The overall complexity is O(n_s*n_t*n_s).

```plaintext
Method algoA2(S: string, T: string, n_s: integer, n_t: integer)
  max := 0
  for l from 1 to n_s do
    for i from 0 to n_s-l do
      for j from 0 to n_t-l do
        found := true
        for k from 0 to l-1 do
          if S[i + k] ≠ T[j + k] then
```
The third algorithm is inspired for the Knuth-Morris-Pratt algorithm and the length of the first string, S, has to be smaller that the length of the string T.

This algorithm allows finding the length of the longest substring of S which is common to T. For each sub-word of S, the algorithm has a phase of pre-treatment. In this part, the table PMK\(_{ij}\) allows to find faster if there is a correspondence between a sub-string from S in T. At the end, the algorithm returns the maximum between all the sub-strings of S that appears in T.

Method algoA3(S: string, T: string, n\(_s\): integer, n\(_t\): integer)

for i from 0 to n\(_s\)-1 do
    for j from i to n\(_t\) do
        M\(_{ij}\) := S[i..j]
        a := 0
        b := -1
        PMK\(_{ij}\)[0] := -1
        while a < m\(_{ij}\) do
            while b > -1 and M\(_{ij}\)[a] ≠ M\(_{ij}\)[b] do
                b := PMK\(_{ij}\)[b]
            endwhile
            a := a + 1
            b := b + 1
            if a < m\(_{ij}\) and M\(_{ij}\)[b] then
                PMK\(_{ij}\)[a] := PMK\(_{ij}\)[b]
            else
                PMK\(_{ij}\)[a] := b
            endif
        endwhile
        bool_res := false
        a := 0
        for b from 1 to n\(_t\) do
            while a > -1 and M\(_{ij}\)[a] ≠ T[b] do
                a := PMK\(_{ij}\)
            endwhile
            a := a + 1
            if a ≥ m\(_{ij}\) then
                bool_res := true
                a := PMK\(_{ij}\)[a]
            endif
        endfor
    endfor
endfor

Results and Conclusion:

In order to test the results of the algorithm in function of the length of the data, we tested each algorithm with strings randomly generated and using different numbers of letters of the alphabet. If in the case of a 26 letters alphabet, the length of the longest sub-string common to each pair of S and T can be small, we have also performed tests with a smaller alphabet. The complexity of the algorithm for generating strings is the
same, no matter what number of letters contains the alphabet used for S and T. Knowing that we can analyze in the same way the influence of the types of input chains in the algorithms.

Because the number of the letters in the alphabet does not influence much the behavior of the algorithms, we are going to present only the tests with alphabets of 26 and 10 different letters. As we can see in the graphics, the difference in response times between the two types of test series was low. For tests using randomly generated strings with only 10 different letters of the alphabet, the algorithm response time is only slightly larger than the tests using 26 letters.
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In the above curves, we can see that the first algorithm runs linearly both in relation to the length of the string S or T. This implies that the complexity of this algorithm is polynomial. By analyzing the different curves of the execution time we could found the equation of the function associated with the complexity of this algorithm:

\[ 4 \times 10^{-5}x - 1.4 \times 10^{-3} \]

We can deduce than, that the execution time of the first algorithm is \( O(n^2) \).

For the second algorithm we can see in the graphics that the execution time increases faster than for the first algorithm, regarding to the length of S and also to the
length of T. This implies that the complexity of this algorithm is polynomial. The function associated to the complexity of the algorithm is:

$$5 \times 10^{-5} x^2 + 7.3 \times 10^{-2} x + 1.57$$

For the third algorithm we can see a small improvement in the run time.

In order to see the impact of the amount of letters of the alphabet used in the string generation, we have tested each algorithm with different size alphabets.

As we can see in the graphics of the first algorithm with a 10 letters alphabet, the behavior of the curves resembles a lot with the tests using an alphabet using 26 letters. After numerous tests, we could conclude that the size of the alphabet is not an important factor in the execution time for any of the three algorithms.
The goal of this work is to analyze the efficiency of algorithms in search operations using strings of different lengths in time constraints (maximum 2 minutes) and space constraints (max. 8MB) and the possibility of using these results in operations such as Find in text editors, browsers, etc..
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