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Abstract:
This paper makes a brief literature review on symptoms of bankruptcy and prediction models of bankruptcy risk. When it comes to bankruptcy we must start from the symptoms that lead to the financial failure of a company. Financial failure or bankruptcy of a company is an event that may cause losses to banks, suppliers, shareholders and the wider community; they are interested in predicting bankruptcy of a company and how and when it will fail. Bankruptcy is often a consequence of the inefficiency of an enterprise and the decision of stakeholders to recover investments by issuing a declaration of bankruptcy. A survey of the literature shows that most international studies in failure prediction involving MDA (Multiple Discrimination Analysis).
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Introduction
Specialized literature\(^{31}\) mentions the symptoms that lead to the financial fall of a company, respectively to bankruptcy. Excessive expenses, low added value, insufficient profitability, excessive investments cumulated with a lack of self-funding, lack of liquidity, increasing debt, reduced solvency, pressures from creditors, and critical liquidity are some of the symptoms that lead the company to a chronic financial block and, implicitly, to bankruptcy. The decrease of the margins and profitability ratios, less activity, difficulties encountered by the treasury and the management, as well as the bankruptcy of some customers, chain blocks, the disappearance of markets, etc. are other causes that may determine bankruptcy\(^{32}\). The indicators recommended to be used in analyzing the risk of bankruptcy are those concerning solvency, liquidity, treasury, and profitability.

The need to predict bankruptcy does not arise from a morbid penchant of the analysts, but because the bankruptcy or failure is real and easy to define, and the lack of forecasts results in significant losses in the economic system (first of all, for creditors and investors): in the case of quoted companies, within a four-day interval before bankruptcy is announced, investors lose approximately 41% of the capital invested in bankrupt companies, and in the case of non-quoted companies, the value drop as a result of bankruptcy and of the need for forced sale may reach 80% of the value of the company; the losses for the banks in case of credits granted to companies that go bankrupt amount to 69-72% of the credits granted to these companies\(^{33}\).

---


International Bankruptcy Prediction Models

E. I. Altman published in 1968, in an initial form, the first model concerning the analysis of the risk of bankruptcy and the prediction of bankruptcy, also known as the Z score function.

The discriminant analysis is useful in drawing prediction or classification models of the source of observations in certain classes, established \textit{a priori}. In this sense, with the help of the discriminant analysis, a classification system is built, based on a set of observations and specific indicators. For the Altman model, companies classified into solvable and insolvable make up the observation sets, and the considered indicators are various analysis rates of the financial situation of the companies.

The models that predict the bankruptcy risk based on the discriminant analysis (Altman, Conan-Holder) start from historical data, which can be easily deceiving. The accuracy of these models is reduced in time if the considered variables are not updated or if the model is not recalibrated, although initially the precision of the models was reasonable. Inherently, the financial ratios taken into consideration change in time, according to the various factors external or internal to the company. The models that diagnose the risk of bankruptcy, used in practice by banks, must be periodically retested. Another limitation of the models based on the discriminant analysis is that the result imposed by the model cannot refer to solvency, insolvency, and restructuring at the same time.

The Z score model developed by Altman can be used especially by companies using state capital in countries with developing economies, since it relies on solvency indicators, but in such a continuously changing environment, the profitability ratios should be included into the model.

The financial failure or bankruptcy of a company is an event that may cause significant losses for banks, suppliers, shareholders, and the entire community. This is why the banks, suppliers, shareholders, and governments are interested not only in predicting the bankruptcy of a company, but also of the moment when it will go bankrupt. Bankruptcy is often a consequence of the inefficiency in managing the financial activity of a company and the stakeholders' decision to recover their investments by issuing a bankruptcy order. Therefore, bankruptcy is a behavioral event, since two companies with similar economic and financial situations may face different situations. One company may perform its activity normally, while the other may go bankrupt because a manager, a creditor, a shareholder, or the government initiates it.

In spite of this characteristic of bankruptcy, it is possible to predict the economic/financial situation called “bankruptcy” using the financial statements of the companies. The financial and operative difficulties of a company are usually detected using the traditional analysis and financial ratios. The high bias of the traditional financial analysis methods using ratios motivated the search for mathematical models to determine the predictability of the accounting information. Ever since the 1960's, numerous studies have been made in order to adapt rigorous analyses to these behavioral events, and sophisticated methods developed later could be successfully applied in these situations; however, the original ideas of Altman\textsuperscript{34} and Beaver\textsuperscript{35} still prove to be powerful predictors. Stickney\textsuperscript{36} claims that the financial health of a company can be seen as a life cycle, as shown in fig. no. 1.


Traditional risk analyses that use financial ratios try to capture the signals that show that companies will enter a time marked by financial problems or even detect possible bankruptcy before the companies declare the actual event. The models that predict bankruptcy have the same purpose, but use a more rigorous statistical analysis. The main idea is to observe the trend and behavior of the financial ratios of bankrupt companies in the years before the bankruptcy occurred and to compare them with those of companies with no financial problems, in order to determine ratios and functions that have the power to predict bankruptcy before it occurs.

The expectation is that the signals that the business declines, noticed in the behavior of the ratios, can be detected quite early and quite clearly, so that measures can be taken in time to avoid substantial risks of failing.37

According to Altman38, there are four steps in the development of a model for predicting bankruptcy:
- Analyzing groups of bankrupt and non-bankrupt companies in order to identify the most different financial characteristics between the groups that show a significant tendency to go bankrupt;
- Reclassifying the original sample using financial characteristics;
- Testing the predictive ability of the model on the sample;
- Using the model to predict future bankruptcies.

There are mainly two types of studies for predicting management bankruptcy: the univariate and multivariate analysis. Univariate analysis relies on the relationship between individual ratios and bankruptcy, while multivariate analysis uses multiple ratios to determine the function for predicting bankruptcy.

Various studies based on univariate analysis have shown a definitive potential of the ratios as predictors of bankruptcy. Usually, ratios that measure earnings, liquidity, and solvency remain the most significant. The order of their importance is not clearly established, since various studies mention different ratios as the most efficient indicators that help avoiding problems. Beaver39 developed one of the classical papers in the field of failure analysis and classification ratios. By confronting samples of healthy and bankrupt companies, Beaver discovered that the numbers of indicators may make the difference between bankrupt and non-bankrupt companies, before failure occurs. He examined the predictive power of 30 different financial ratios, concluding that the cash flow divided by the total liabilities is the best ratio for predicting failure. His study is, in essence, a univariate analysis of a set of predictors of failure, which lay at the basis of future research based on the multivariate analysis.40

As a matter of fact, univariate analysis have been useful, and for at least the last two decades they have been used only to professional purposes. Altman, referring to

univariate analyses, stated: "Although some important generalizations were established, taking into consideration the tendencies and performances of specific measures, adapting the results in order to evaluate a potential collapse of the company is questionable. He suggested that the analysis ratios presented in this form are susceptible of errors and potential confusions in interpretation; for example, a company with low incomes and high solvency is usually considered to have the potential to go bankrupt, but it can be considered not to have serious problems if its liquidity is under the average value. For this reason, ambiguity is obvious and inherent in any univariate analysis. However, relying on the results of studies that imply univariate analyses, multivariate analysis models can be built, which combine a multitude of significant measures with prediction power. Multivariate models may be classified into:

- Parametric models: such as discriminant models and conditioned probability models (logit and probit) and
- Non-parametric models: such as models with iterative partitions, Argenti's model, and neuronal models.

A review of specialized literature shows that most international studies for predicting failure imply MDA (Multiple Discriminate Analysis). However, in spite of the popularity of the MDA technique in building failure classification models, questions arose concerning the restrictive statistical requirements imposed by the models. Because of these limitations, Olhson and Zmijewski used the logical regression to predict what companies are subject to failure, but it has been suggested that these models are not sensitive to financial statements that are different from those used in developing the models. However, later references showed that they can be also applied to developing economies, despite the constraints of the models. Other interesting ideas for generating failure prediction models are using neuronal networks and mixed logit models. In spite of the major advances in statistics, which took place in this field in the last two decades, MDA still remains the most popular and widely used technique for predicting failure, maybe because Type I errors are acceptably low in comparison with alternative and more complex techniques.

After the papers of Beaver and Altman, a large amount of research has been performed using various statistic techniques, per industry and country, as well as

---

44 Ibidem
variations of the definitions, concepts, and processes used. All these claim to have obtained better results or to have developed particular success models for industries and countries. The most popular ones for analyzing the bankruptcies of companies were the discriminant models, introduced for the first time in failure analysis by Altman. In spite of the relative success of the various studies, the discussions on the actual need for statistical models still continues. All the models have limitations based on the non-normality of the variables, the small size of the sample, the diversity of the activity fields, behavioral aspects, etc. Even with these limitations, the research efforts developed important concepts and instruments that can be used by investors, creditors, and governments in the field of risk analysis. Also, new models have been published, which increased the comparability with other studies that predict failure and financial differences in developing economies.

Specialized literature in the field of bankruptcy identified several important ratios for predicting it. There are no certain ratios used to predict the failure of companies. Most researchers selected the financial ratios relying on the popularity and predictive ability in previous research on bankruptcy.

The most common financial ratios used by researchers were net profit divided by total assets and total liabilities divided by total assets. The net profit ratio was used by Ohlson to represent growth. In order to explain bankruptcy in the UK, Lennox used equity divided by current debt, the sales figure ratio, and the gross cash flow ratio. In order to explain bankruptcy in Korea, the results found by Nam and Jinn showed that the financial expenses divided by the sales figure, coverage debts and the sales figure to be cashed in are important. Nam and Jinn's study was much more consistent than Lennox’s. Zulkarnain used the MDA model, which showed that total liabilities divided by total assets, the sales figure divided by current debt, the equity divided by current debt, and the market value divided by liabilities are significant in explaining the financial failure of Malaysian companies between 1980 and 1996.

Bankruptcy Prediction Models in Romania

In Romania, several bankruptcy prediction models have been developed. A reference model for the Romanian economy is the score function designed by Ion Anghel. The author built the score starting from a sample of 276 companies, divided into two groups – bankrupt and companies with no financial difficulties – belonging to 12 branches of the national economy. The analysis performed on them was very rigorous and stressed important differences between the two groups of companies, for all categories of indicators involved in computing the score.

Mâncuciță and Nicolae, in 1996, a model for the metallurgic industry based on the observations made on a sample of 59 companies. This model relies on solving the necessary matrix for building the score function, using the Pearson empirical coefficient to select the discriminant financial ratios.

Gheorghe Băileşteanu, starting from the models of Altman, Argenti, Conan, and Holder, suggests, in 1998, a model for the Romanian companies, composed of four variables.

The economist Paul Ivonciu, after a study performed based on the data from over 50 companies in various activity fields, suggested in 1998 the Score Function model made up of six indicators.

The Robu-Mironiuc model was designed based on studying a sample of 60 companies from various activity fields, quoted in the Bucharest Stock Exchange. This model designed a score function consisting of nine indicators.

**Sample Selection in the Discriminant Analysis**

Selecting the sample is the first step in predicting failure in what concerns the research results, and plays a vital role, since it can determine bias in classification and estimation. Refait reviews all the work performed in the field of predicting failure. The author mentions three important factors related to selecting the sample, which may influence the quality of the prediction of failure.

The first factor concerns the definition of failure in business. Several studies are interested in predicting the failure of a business, its insolvency, its inability to pay interests and loans on time, restructuring debt, lowering the notation for the debtor, and so on. The results may vary considerably from one case to another, considering that the methodology implies building two sub-samples: one that contains the companies that go bankrupt and the other, the companies that do not. A company may be included in a sample or another according to the definition of failure. The second factor that may influence failure is the prediction horizon, which usually varies from one to three years. The third factor indicated by Refait concerns the characteristics of the companies that compose the sample. These companies may differ significantly in terms of size and activity field. The sample must be representative for the entire economy, preserving the characteristics related to size and activity field, and also include the same number of companies that go bankrupt and that do not. Nevertheless, a very large and heterogeneous sample may bias future classification, because of the effects of size / activity field. Literature suggests various solutions to create a balance between the representativeness of the sample, on the one hand, and its homogeneity, in the other. Other studies are only interested in predicting the failure of companies of a certain size.
or in a specific activity field. In building their sample, Mossman et al. chose to select pairs of companies of the same size and in the same activity field. Each pair contained a bankrupt company and a company that was not going to go bankrupt.

Besides these three factors listed by Refait, other studies indicated a series of problems related to the selection of the sample. Malecot showed that taking into consideration the same number of companies that fail and that do not may trigger a statistical bias in predicting failure. He suggested that the ratio between the companies that fail and that do not in the sample should be the same as in the case of the population. Greene showed that when they estimate credit score models, banks normally use data from individuals and companies that have already had credits approved. Therefore, the samples used in predicting failure are usually not random.

Conclusions
A review of specialized literature shows that most international studies that predict failure imply the MDA (Multiple Discriminate Analysis). However, despite the technical popularity of MDA in building failure classification models, questions arose concerning the restrictive statistical requirements imposed by the models. Other interesting ideas for generating models for predicting failure are using neuronal networks and mixed logit models. In spite of the major advances in statistics, which took place in this field over the last two decades, MDA still remains the most popular and largely used technique for predicting failure, perhaps because the Type I error is acceptably low compared to alternative and more complex techniques.
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